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OSS Kubernetes Ingress

apiVersion: networking.k8s.io/v1
kind: Ingress

metadata
The Good name: cafe-ingress
e \ery widely adopted Spi‘is
e Has enabled the entire K8s ecosystem to hosts
shift networking left to the developers e L SR
secretName: cafe-secret
rules
host: cafe.example.com
http
paths
path: /tea
backend

serviceName: tea-svc
servicePort: 80

path: /coffee

backend
serviceName: coffee-svc
servicePort: 80

© 2020 Google LLC. All rights reserved.



OSS Kubernetes Ingress

The Bad

Lowest common denominator API

Not very extensible (other than through annotations)
Not very portable (anymore)

No formal multi-tenancy

©2020 Google LLC. All rights reserved.
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i) Gateway AP #E;H1M

Specification
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What is the Gateway API?

Platform
Provider e GatewayClass

Role-oriented

Expressive

. Platform M~ |
Extensible Admin Gateway

Generic

bar Namespace

> HTTPRoute

HTTPRoute

Service
Owner

Service
Owner

S Services Services -

©2020 Google LLC. All rights reserved.



What is the Gateway API?

Role Oriented Resource Model

£

_* " )Cluster Operator
-

Gateway foo

E@Z Store Developer

HTTPRoute store

/store/*

Service
foo-store v1

TLS Certificates

Default Policies ‘ )

-
1 1
1 1
1 1
1 1
1 1
1 1
1 1
. 1
i Domain : .
: foo.example.com |
1 1
: N
1 1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1

GatewayClass
external

_________________________________

Service
foo-store v2
iite Developer
/site/* —:—> Serwf:e
| foo-site
HTTPRoute site '




Gateway APIs have 3 Categories

hosts:
e Core - hostname: teaml.example.com
o  MUST be supported. rufe;;tch,
o  More load balancing functionality becoming pat,'ﬂype: Prefix
part of the core Gateway API than was in path: /
Ingress headerType: Exact
m Header-based matching header:
Traffic weighting env: stage
m  Regex matching
m  Health checking
m ..and more
e Extended
o  Feature by feature.
o  MAVYBE supported, but MUST be portable. ol
o  Part of APl schema. 100% portable

&,
AL,
e Custom Yig,

o  No guarantee for portability
o  No k8s API schema.

Extended API
100% portable IF supported

Custom API

©2020 Google LLC. All rights reserved.



Gateway <-> Route

Relationships

Arstio --=

istio-ingress
GatewayClass

!

Gateway |4 —-— @ - - >

Resource reference
direction
_>

Creates
-———

Platform
admin

gke-17-gxlb
GatewayClass

-« - GKE Gateway
Controller

T

e Gateway

HTTPRoute
Developer

/

Y
- — P Service
. Y

Deployment




kind Gateway

apiVersion networking.x-k8s.io/v1alpha
metadata.name shared-gateway
metadata.namespace foobar
spec.gatewayClassName gke-17-gxlb H Platform
spec.listeners[0] protocol HTTPS = Admin
port 443 -
routes.kind HTTPRoute
tls.certificateRef.name foo-example-com
spec.hostnames|0] foo.example.com
spec.rules|0] matches[0].path.value /*
forwardTo.serviceName home
forwardTo.serviceNamespace site
spec.rules1] matches[0].path.value /login
forwardTo[0].serviceName login-v1 @ Service
forwardTo[0].serviceNamespace site Qs Owner
forwardTo[0].weight 90
forwardTo[1].serviceName login-v2
forwardTo[1].serviceNamespace site
forwardTo[1].weight 10
spec.rules[1] matches[0].path.value /store .
forwardTo.serviceName store '\Q Soemgre

forwardTo[0].serviceNamespace store



kind: Gateway
Gateway metadata:
name: 1ilb-gateway
Resource .
gatewayClassName: gke-17-rilb-mc
listeners:
- protocol: HTTP
port: 80

Platform routes:
admin - > kind: HTTPRoute
selector:

matchLabels:
gateway: internal-gw

Gateway
ilb-gateway

|

Load

Balancer

status: |

addresses:
- value: 192.168.1.227

HTTPRoute
foo-route

kind: HTTPRoute

metadata: host: foo.com

name: foo-route
= ==%»  namespace: foo
labels: L]
gateway: 1internal-gw
spec:
hostnames:

Developer

Service

- "foo.com"
foo-v1

rules:

- forwardTo:
- serviceName: foo-vl
port: 8080



Route

Binding

Platform

admin

kind

spec

i

—L -

. Gateway

metadata:
name: ilb-gateway
namespace: infra

steners:
protocol: HTTP
port: 80
routes:
kind: HTTPRoute
selector:
matchLabels:
gateway: +internal-gw
namespaces:
from: "All"

foo
Developer

o e

kind: HTTPRoute
metadata:
name: route3
namespace: foo
labels:
gateway: +internal-gw
spec:
hostnames:
- "foo.com"
rules:
- forwardTo:
- serviceName:
port: 8080

foo-v1

gatewayClassName: gke-17-rilb-mc

infra

Namespace

kind: HTTPRoute
metadata:
name: route3
namespace: bar
labels:
gateway: internal-gw
spec:
hostnames:
- "bar.com"
rules:
- forwardTo:
- serviceName:
port: 8080

bar-v1

bar
Developer

<+ - - -



Pod
Pod
Pod

Service
login-v2
Service
home
Service

login-v1

—
—
—i=

te Namespace

- =\ f e e - =,

S

I*

login HTTPRoute
llogin
home HTTPRoute

IIIIIIIIIIIIIIIIIIIII

Pod

©2020 Google LLC. All rights reserved
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GKE Gateway Controller

) Google Cloud Google Cloud

Load Balancing

GKE Gateway Controller - — — *e

\
@ @ @ GKE Clusters

Supports Internal and External HTTP(S) Load
Balancing

Host, path, header-based routing

HTTP Header manipulation

Weight-based traffic splitting

Traffic capacity-based load balancing
Traffic mirroring

A set of Google-hosted Kubernetes
controllers that orchestrate Google
Cloud Load Balancers via the open

source Gateway API specification.

e Multi-cluster Gateways (MCGs) for internal and
external load balancing

e Support for CloudArmor, Identity-Aware Proxy
(IAP), and Cloud CDN
Geographic-based load balancing
HTTP, HTTPS, HTTP/2

©2020 Google LLC. All rights reserved.



-GO— Gateway APl Demo 1:
Internal HTTP LB: ¥54 822l + BE4: 5P &

lde Service
L — " st
*=*'(/Cluster Operator store-german
__"._J'__'""___""'___""‘I ‘I
1 1 .
Gateway foo ' L — Service
| 1 Store-v'l
Domain ! BV
store.example.com | | .
: : Service
A store-v2
Header matchi|
1
1

env: canary
ite Developer
s R e L ,

———P>| Host: site.example.com ——t—————P>

Service
foo-site

Default Policies

HTTPRoute site

GatewayClass

Internal E Go gle Cloud
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https://docs.google.com/file/d/1KSX2t9EiXG23vfIEGbP-HRi332215PC_/preview

SEFIREE:

FQDN/BEE 1

GET / HTTP/1.1

host: foo.com:80 GET / HTTP/1.1

host: foo.com:80
env: canary

-}

Synthetic

e test traffic

NS: foo NS: bar

Production
client traffic

Cross Namespace AB Test

Production Canary a % of

client traffic production
requests until
full capacity

20% 80%

©

NS: blue NS: green

ERREDE



MultiCluster GatewayAPI + Istio: &
StormBreaker + Thor Hammer




Multi-Cluster
Gateways

e  Multi-cluster Gateways ==
Multi-cluster Ingress via the
Gateway API

e Now supported for both internal
(regional) and external (global)

load balancing Service Service Service
e Integrated with Multi-cluster foo—/ ) foo foo
Services (MCS) )
GKE GKE

e Supports traffic splitting, traffic
capacity, and traffic mirroring
between clusters

North America Europe

w




Multi-Cluster Gateways ghet

demo Namespace

+
o ° Gatewa
Multi-cluster Services i.b-ggltewéy
HTTPRoute
foo

Servicelmport
foo

[
I

I

[

I

I

I

[

I

I

I

e MCS introduces two APIs that allows users to :
create multi-cluster Services I
o ServiceExport maps to a Service and :
exports the endpoints of that Service across :

all clusters within the Environ 1

1

1

1

1

1

1

1

1

1

1

o Servicelmports represent the aggregation

i ServiceExport ServiceExport i

of all those endpoints across clusters for that ! foo foo ]

Service E :

e AnHTTPRoute can reference a Service (for ' a a a B .
single-cluster load balancing or a Servicelmport : i
(for multi-cluster load balancing | Service Service |

! foo foo I



Multi-Cluster Gateways
+

Multi-cluster Services

e Overlapping Services/ServiceExports allow
different scopes of endpoints to be targeted by an
HTTPRoute

o foo represents the aggregation of endpoints
across gke2/foo and gke3/foo

o gke2/foo-gke2 and gke/foo-gke3 represent
just the foo endpoints in that cluster

Gateway
ilb-gateway
|

HTTPRoute
/_ foo
|

Servicelmport

N

Servicelmport Servicelmport

store-vi-tw store-v1 store-vi-jp
ServiceExport ServiceExport
store-vi-tw store-vi-jp
ServiceExport
foo

s ™ s ™
00 00

Service Service
store-vi-tw store-vi-jp
Service Service

\_ cluster-tw Y, \_ cluster-jp Y,




Gateway APl Demo 2:
Multi-Cluster Service: GCLBIEF, tHFRE1T

@Y Cluster Operator

Gateway external-http

Host: tea.example.com

1 1

1 1

i HTT P ROU te tea i Service SerVice

! ! Sl matcha-v1

: : .

i . Service Service

! ! Jal matcha-german
1 1

Domain
*.example.com

__________________________________

TLS Cert

* example.com HTTPRoute tee

——P> Host: tee.example.com

Default Policies

__________________________________

“““““““ ‘*‘“"“““““" Service Service
i Sl matcha-german
| 1 |
1 GC. QI Service Service
T __-ET_L, i Export matcha-v1

GatewayClass
gke-17-gxlb-mc

_________________________________





https://docs.google.com/file/d/13LNL9-tt41cgZYwg0206owS1fqAAMVVZ/preview

W Gateway APl Demo 3:
Multi-Cluster Service+Istio: B FZ R

@y Cluster Operator

i Service
ol [stio-ingress

Domain .
*.example.com e
i HTTPRoute tea
TLS Cert | : Host:
*.example.com ' frontend.endpoints.shawn

1
! -demo-2021.cloud.goog
1

Anthos Service Mest.

Default Policies

GatewayClass
gke-17-gxlb-mc

_________________________________
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https://docs.google.com/file/d/13N7lcovxnhl14f4KI_Vt43l27Sg9ZWp8/preview

Blue-Green Migration via
Multi-cluster Gateways

GET / HTTP/1.1

host: foo.com:80 GET / HTTP/1.1

host: foo.com:80
env: canary

-}

Production Production
client traffic client traffic
Synthetic
test traffic Mirror all
9 production
traffic to canary
’/\‘ cluster
gke2 gke3 gke2 gke3
Synthetic Capacity testing with
traffic test traffic mirroring

Or Active-Active

Production Canary a % of
client traffic production
requests until
full capacity
80% 20%
gke2 gke3
Blue-green

traffic splitting



Contour

Ambassador

Using Gateway API vialphal with Contour

Gateway API

1min « read

Introduction

Using the Gateway API
Gateway API is an open source project managed by the Kubernetes SIG-NETWORK community. The project’s goal is
to evolve service networking APs within the Kubernetes ecosystem. Gateway API consists of multiple resources that
provide user interfaces to expose Kubernetes applications- Services, Ingress, and more.

Ambassador Edge Stack now supports a limited subset of the new |vialphal Gateway API. Note that the Gateway API is
not supported when AMBASSADOR_LEGACY_MODE is set.
This quide covers using version vialphat of the Gateway AP

Support is currently limited to the following fields, however this will expand in future releases:
Background

* Gateway.spec. listeners.port
Gateway API targets three personas:

* HTTPRoute.spec. rules.matches
> Plattorm Provider: The Platform Provider is responsible for the overall environment that the cluster runs in, . the cloud

provider. The Platform Provider will interact with GatewayClass and Contour resources.

.path.type (Exact, Prefix,and RegularExpression)
* HTTPRoute. spec. rules.matches. path.value
 Platform Operator: The Platform Operator is responsible for overall cluster administration. They manage policies, network

* HTTPRoute.spec.rules.matches.header.type (Exact and RegularExpression )
access, application permissions and willinteract with the Gateway resource. * HTTPRoute.spec. rules.matches. header.values
> Service Operator: The Service Operator is responsible for defining appication configuration and service composition. They will « [HTTPRoute. spec. rules. forwardTo. serviceName

interact with xRoute resources and other typical Kubernetes resources.
Gateway API contains three primary resources:

* HTTPRoute. spec. rules. forwardTo.port

> GatewayClass: Defines a set of gateways with a common configuration and behavior

* HTTPRoute. spec. rules. forwardTo.weight
> Gateway: Requests a point where traffic can be translated to a Service within the cluster

> xRoutes: Describes how traffic coming via the Gateway maps to the Services.

Please see the specification for more details.

Istio

Traefik

About v Blog News Getinvolved Documentation ~Q
) Getting Started with Traefik and the New
Crmmmm Kubernetes Gateway API
Kubernetes Gateway API § e R sy

These

and Ingress APs.

This feature is currently considered alpha. Both the AP (owned by Kubernetes SIG-NETWORK) and the Istio

further Getting Started with

Traefik and the
Setup New Kubernetes
1. Is do not. by default on Install

yarret Gateway AP

$ kubectl get crd gateways.gatevay. networking.k8s. io || { kubectl kustomize “github

Differences from Istio APIs


https://projectcontour.io/guides/gateway-api/
https://www.getambassador.io/docs/edge-stack/latest/topics/using/gateway-api/
https://traefik.io/blog/getting-started-with-traefik-and-the-new-kubernetes-gateway-api/
https://istio.io/latest/docs/tasks/traffic-management/ingress/gateway-api/

Gateway APl Roadmap

External HTTP LoadBalancer with Envoy
Policy API:

e Circuit Break

e Timeout Policy

e Session Persistence Control

foobar Gateway

foobar HTTPRoute

bar Service

T
'
’
'
'

Effective servicePolicy
connectionTimeout: 10
drainTimeout: 60

Effective servicePolicy
connectionTimeout:
sessionAffinity: cookie
drainTimeout: 60

servicePolicy:
override:
drainTimeout: 6@
default:
connectionTimeout: 5
targetRef:
kind: Gateway
name: foobar

servicePolicy:
default:
connectionTimeout: 10
_MQHMH = O
targetRef:
kind: HTTPRoute
name: foobar

servicePolicy:
default:

targetRef:
kind: Service
name: foo

sessionAffinity:

cookie


https://gateway-api.sigs.k8s.io/geps/gep-713/?h=serviceimpo#policy-attachment-for-ingress

End Game: 3 Take-Aways

GatewayAPI is a multi-tenancy, expandable, kubernetes
objects to adapt, which transforms +herf Ingress to be
great again.

As GatewayAPI in K8s SIG, it assembles all averngers
contributors/vendors into the efforts.

With Gaptair-Ameriea-Service Mesh’s help, we are
ready to defeat Hraros Downtime.




Reference

e Gateway APISIG
e GKE Gateway API (Single Cluster) Tutorial
e GKE Gateway API (MultiCluster) Tutorial

£Y Google Cloud


https://gateway-api.sigs.k8s.io/v1alpha1/guides/getting-started/
https://cloud.google.com/kubernetes-engine/docs/concepts/gateway-api
https://cloud.google.com/kubernetes-engine/docs/concepts/multi-cluster-services
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