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      service1=99.9%,95%in 28 days
  automation: 
    - incident response
    - change management
    - monitoring and alerting
    - capacity planning

林毅民（Sammy Lin), 
17LIVE Engineering Director



只重其意，不重其招
忘掉所有招式，你就練成了太極拳
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17LIVE 的SRE實踐 (25分鐘)

面向Google SRE的服務設計(10分鐘）

Take Away 

Topics

Google 的SRE 心法 (14分鐘)



Reliability Principles
1. Reliability is defined by the user

2. Sufficient reliability

3. Redundancy

4. Horizontal scalability

5. Overload tolerance

6. Rollback capability

7. Traffic spike prevention

   8.      Failure recovery testing

9. Failure detection

10. Incremental change

11. Coordinated emergency response

12. Observability

13. Emergency response documentation and 
automation

14. Capacity Management

15. Toil Reduction

SRE
的心法

面向SWE的
服務設計建

議

17LIVE
SRE的實踐
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Incentives between groups aren't aligned

Developers
Agility

Operators
Stability
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Reduce Product Lifecycle Friction

Concept Business Development Operations Market

SRE & SLOs
solve this problem

Business Process



1 Google 的
SRE心法
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Principles

1. Reliability is defined by the user: For user facing workloads, 
measure the user experience, e.g query success ratio, as opposed to 
just server metrics such as CPU usage.
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"Outage"?

Core Principle:

    Reliability is Defined by the User

An "outage" is when the system is unusable, making the 
user unhappy.

Implication for measuring reliability:

● Measure the user experience, e.g. request success ratio, 
as opposed to server-side metrics such as CPU usage.

● Measure as close to the user as possible.



Google LLC. All rights reserved.

Software Quality vs Reliability

Quality: Does every feature in the product work 
or not?

Reliability: Do all Critical User Journeys work 
for the user or not?

Quality User Unhappy
Bugs

Reliability

GMail 2010 GMail 500
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Outage Timelines and User Happiness

time

user 
happiness

Outage 
begins

Alert fires and is 
acknowledged; 
triage begins

Issue is 
mitigated

Next 
outage 
begins

Time between failures (TBF)

Time to 
detect 
(TTD)

Time to 
mitigate 
(TTM)
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Principles

2. Sufficient reliability: Systems should be just reliable enough so that 
users are happy. Higher reliability comes at a steep cost.
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100% is the wrong reliability 
target for basically everything.”
Benjamin Treynor Sloss, Vice President of 24x7 Engineering, Google

“
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Glossary of Terms
SLI SLO SLA
service level 
indicator: a 
well-defined 
measure of 
success

service level 
objective: a 
top-line target 
for fraction of 
successful 
interactions

service level 
agreement: 
business 
consequences

Error Budget CUJ
proportion of “affordable” 

unreliability; 
one minus the SLO

critical user journey:  
specific steps that a user 

takes to accomplish a goal

SLO-Generator

https://github.com/google/slo-generator


E is the rate at which error budget is being consumed by an outage

Increase Reliability ⇔ Reduce Error Budget Burn Rate

Increase Time 
Between Failures
(Fewer Failures)

Reduce Time To Detect
(Shorter Failures)

Reduce Time To 
Mitigate
(Shorter Failures)

1

2

3

Reduce Impact
(Smaller Failures)

4

Math for "Make This More Reliable"



2 Google SRE
架構設計原則
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SRE is what happens when you 
ask a software engineer to 
design an operations team.”
Benjamin Treynor Sloss, Vice President of 24x7 Engineering, Google

“
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Designing for Reliability (Architecture Check)

Horizontal AutoScale

Tolerate Overload

Redundancy

Rollback Support Prevent Traffic Spikes
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Design for Redundancy

Reliable systems

● Have no single points of failure

● Have resources replicated across multiple failure 
domains, with automatic failover

Google's most critical products are deployed with N+2 
redundancy.

● Top two zones can be down without the service 
falling below minimum capacity to handle peak load

● One zone hosting a GKE regional cluster may fail, but 
the workloads keep running a long as the other zones 
are fine.
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Enable Horizontal Scalability

Horizontal scalability: Every component can handle 
more traffic/data by adding more resources.

● Vertical Scaling = Buy a bigger, faster machine / disk 
/ database / cluster / zone

● Horizontal Scaling = Add more machines / disks / 
databases / clusters / zones

Sharding: Partition compute effort between tasks. 
Partition data with each compute shard handling a 
separate data partition.
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Cloud Spanner and sharding

Great apps run on
great databases.

The only enterprise-grade, globally distributed, 
and strongly consistent database service built 
for the cloud specifically to combine the 
benefits of relational database structure with 
non-relational horizontal scale.
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Tolerate Overload

Design systems to degrade gracefully under load
● Return slower or lower quality results

Where possible, systems should automatically scale up 
horizontally under load

Each replica must handle overload independently, with 
request throttling and circuit breakers.

Worst case scenario for systems where replicas crash 
when overloaded is cascading failure

Managing Load chapter in SRE Workbook

https://landing.google.com/sre/workbook/chapters/managing-load/
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Support Rapid Rollback

Anything an operator can do to a service to change it 
must have a well-defined, well-tested method to undo.

Design, implement, and regularly test the rollback 
procedure for every operation.
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Prevent Traffic Spikes

Requests must not be synchronized across clients.

Introduce exponential backoff with randomized delay in 
client error handling code.

Key definition:
● Jitter: Time interval added to or subtracted 

from the initially computed retry time.
● Each client generates a different randomly 

chosen jitter value in order to break 
synchronization with other clients and smooth 
out traffic.



3 17LIVE的SRE實踐

林毅民（Sammy Lin), 
17LIVE Engineering Director



17LIVE IT Coverage





17LIVERs 每天最關心的事情: SRE’s CUJ



17LIVERs 每天最關心的事情: SRE’s CUJ
Product 



17LIVERs 每天最關心的事情: SRE’s CUJ
Product Reliability is defined by the user



來源： https://www.facebook.com/groups/2616981278627207/permalink/3208110619514267/

https://docs.google.com/file/d/1_hcXheSGC1UZpZZMocimSKSiIu79EJj5/preview


以CUJ為主的加權警示(Failure Detection)

系統API
加權分數(SLO)

活動/榜單系統
加權分數(SLO)

付費系統
加權分數(SLO)

加權指數
+7 days



CUJ下的關鍵監控: Observability Dashboard

當CUJ的警示發生後，快速切換到
第二層支援服務的狀態監測
● API Latency
● API 錯誤率
● 關鍵子系統的效能
● 工作負荷量(QPS)



● 與PM與行銷人員確認預估人數

Capacity Planning：預估上限並提前採取措施

行銷：伺服器有多少就開多少，資料
庫有多大就開多大！？  反正錢不是
問題？



● 與PM與行銷人員確認預估人數

Capacity Planning：預估上限並提前採取措施

● PreProduction以1:1測試+Locust：
○ Auto scale 機制的 最大值是否充足?
○ 使用者體驗是否符合預期

○ Pre-scaling 機制的調教

○ GCP Quota 預先調整

○ 介接的第三方服務以及資料庫能否能乘載

當時的量級

○ 效能瓶頸?
○ Kubernetes上限

● 以測試結果推測資源增加的趨勢

https://kubernetes.io/docs/setup/best-practices/cluster-large/


自動降載機制：避免服務崩潰

限制用戶數
(Crowd Capacity)

關閉次要功能
(Secondary 
Functions)

非關鍵服務關閉，擴
充關鍵服務容量

關鍵直播不能停

想盡辦法
Workaround

API呼叫頻率
(Rate Limit)



減少重複工作(Toil Reduction): 活動資源優化流程



減少重複工作(Toil Reduction): 快速簽核

ABCDE

ABCDE

大家如果還在用UI跟簽核流程的話 跟17LIVE 一起把他自動化吧 !



減少重複工作(Toil Reduction): 

定期盤點 Toil 自動化 AI半自動化



打造Incremental Change：資料庫Schema更新的竅門

pt-online-schema-change:
Percona-toolkits, by Percona

rubenv/sql-migrate: 
Golang DB Migrate Tool

Existing 
Table

Create a New Table 
with modified 

schema

Create Trigger 
(Insert, Delete, Upgrade)

Copy rows to 
new table

Swap Tables 
(Renaming)

Drop old table 
& its trigger



Stable Services

Recover 
CUJ in 

short time?

P0處理自動化/手動流程: 
(Emergency response documentation and automation)

CUJ 
Alert

Severity
On-call

Ready in
5 mins

Troubleshoot

Timed

Rollback Postmortem
Troubleshoot 

within next 
day 

Fix
Y

N

P0

P1-2



緊急障礙處理流程: (Coordinated Emergency Response) 

A: 什麼時候好？

B: 為什麼會壞掉？ C: 客戶在抱怨了

D: 這不就是跟上次
一樣，就照上次的
方法處理啊。



緊急障礙處理流程: (Coordinated Emergency Response) 

Incident 
Commander
(Sammy Lin)

GMs

SRE Lead

SREs

SWEs

External 
Comms Lead

VIP Lead

首要工作：
- 讓後端SRE/SWE能專心查找問題
- 讓StakeHolder可以快速了解進度

VP of Engineering



PostMortem範本

Google SRE Book Template: 17LIVE Postmortem Template:



Take Away

客戶體驗為SRE之尊 承認吧！世界是不完美的 Dev+Op共同的OKR

準備好Undo Button 不要累死你的SRE



Cover images used with permission. These books can be found on shop.oreilly.com.

https://ssearch.oreilly.com/?i=1;q=site+reliability;q1=Books;x1=t1&act=fc_contenttype_Books
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Error Budgets Must Be Used!

0% error budget burn is the wrong target

Error Budget is the basis for innovation and agility

Unused error budget indicates over-investment in 
reliability and inadequate risk-taking

Reliability 
level

Allowed unreliability window

per year per quarter per 30 days

 90% 36.5 days 9 days 3 days

 95% 18.25 days 4.5 days 1.5 days

 99% 3.65 days 21.6 hours 7.2 hours

 99.5% 1.83 days 10.8 hours 3.6 hours

 99.9% 8.76 hours 2.16 hours 43.2 minutes

 99.95% 4.38 hours 1.08 hours 21.6 minutes

 99.99% 52.6 minutes 12.96 minutes 4.32 minutes

 99.999% 5.26 minutes 1.30 minutes 25.9 seconds


