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2. DevOps == software-defined platform (compute / network / storage)
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TSMC IT Private Cloud Journey

VM-based computing
environment with piloting
containerization

Opergnon Appllc_anon Dev Tools
Services Services
@ X 1 5 Proprietary Management Tools
Kubernetes

Linux Operating System
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Full-stack open source
container platform
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CNCF Cloud Native Trail Map

TSMC IT embraces open source & cloud native technologies to build
and run applications on the Kubernetes platform.

<7 CLOUD NATIVE 1. CONTAINERIZATION

St e b S t e : L0 COMPUTING FOUNDATION
by : p- : SRl MARTVE .
Containerization; TR —
CI/CD; somETOns

A. Trainl

Orchestration & application definition;
Observability & analysis; = A
Service proxy, discovery & mesh; Ee?i"e?ﬁff'f”““' = w
Networking, policy & security; 5.
Distributed database & storage;
Streaming & messaging;
Container registry & runtime;
10. Software distribution.

B. Consulting Help
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https://github.com/cncf/trailmap
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K8s Computing Stacks based on Open Source

TSMC IT builds Kubernetes platform from the ground up by open source
technologies to provide software-defined compute / storage / network
resources.
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The Foundation of Kubernetes — Networking

Each K8s node over the L3 BGP IP fabric is a router which is capable of
native routing and advertising IP directly without the limitation of layer 2

network boundary.

L2 Ethernet Fabrics

ToR Switch
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Ethernet Switching Function

L3 IP Fabrics

ToR Switch
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Ethernet Switching Function

ToR Switch
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Ethernet Connection

- = —- BGP Peering
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Load Balancer over BGP/ECMP

Multi-active software-based L4LBs are built and placed in front of L7
Ingress controllers to provide high scalable and available ingress
channels.

Service Service
gé = Backend Backend
g% Service Service Service Service Service Service
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L4 Load Balancer with Maglev and DSR

The L4 LB has built-in Maglev and DSR, which allows the connection
to L7 ingress controller to keep connected even if the L4LB on the

path is down.

Random Hashing

Maglev

Consistent Hashlng
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Service Mesh by Istio

Service Mesh enabling for app transformation from monolithic to microservices by
facilitating the management of microservices routing, tracing, security, canary rollout,
A/B test, and cross-cluster failover.
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Istio Proxy Experience Sharing

When Istio is deployed in a larger K8s cluster shared by several teams, proxy
sidecars in each pod may consume excessive memory as Istiod pushes all traffic
management information to them.

Quick fix: Use Sidecar CRD to limit push scope.
Next step: Adopt sidecar-less service mesh with agent on node. Sidecar Proxy
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GitOps Continuous Delivery

GitOps release pipeline to empower DevOps/SRE to automate release
/ changes declaratively, subject to the same PR and peer review
process as application code, increasing deployment productivity and

qguality.
Commits Code Push Image - Image Pull
» : > v 2

Source Repo Cl Pipeline

Image Repo
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Image Auto Patching Mechanism
Enhanced GitOps CD capability to auto patch image tag from image

repo’s latest version for continuous app release, especially for
development iteration.

Commits Code ‘ > @ Push Image .~‘ Image Pull

Source Repo Cl Plpelme Image Repo

: Retrieve Image Tag I
Commit latest pr—
version tag

Dev
BRE
Changes Config @ \’ Diff & Sync y = Deploy
> : ] m >
' - =
[ annn

Deployment Repo CD Pipeline GitOps Agent Test
1. Plain YAML

2. Helm Charts
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Infrastructure as Code Realization

Adopt “infrastructure as code” approach to provision the complete
Kubernetes platform from the bare-metal servers in a full-automated
way: Day-1 deployment and Day-2 operations.

Reduce cluster provisioning cycle time by >90%.

Continuous Integration (CI) / Continuous Deployment (CD)

| EDTD TP EDTD DD *
Develop| ) '
React m | | e plﬂhOﬂ c@ﬂemporal .H‘ 0glt g :& m

) Ny il ﬁ i ;
\ @ oo Prometheus = ™ Grafena :
‘ : 0 glt Terrator ¥ argo i :

.......................................................................

Software Defined Data Centers

»

&

Monitoring

Logging
Ingress Ctl.

PV operator
Storage Orch.

DNS Discovery

Certificate

Cluster Mesh

CNI & L4LB

Kubernetes

abel01S-Qs

Container Runtime

Software Router

Operation System

X86 servers
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Declarative Deployment for App & Services

In addition to K8s compute resources, DevOps engineers are able to
Invoke laaS providers declaratively to acquire services required to
make applications runnable, discoverable and accessible.

GitOps > Kubernetes Computing Platform
DevOps
Engineer
Storage DNS Certificate DB LB IP
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Next-Gen Data Platform

Based on domain-driven design, adopt distributed database and storage
solutions with global governance & open standard.

Global Governance & Open Standard
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Product-based Monitoring Stacks
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Monitor
Coverage

Golden
Rules

Alert Rule
Alignment

Alert Infra
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Deploy applications along with monitoring spec. by each product teams using
GitOps approach by own monitoring stacks based on standardized templates.
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Welcome to talk with us |
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Domain Experts fiz @® &

Software Engineer Site Reliabitity Engineer DevOps Engineer Data Engineer
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Building world-class cloud native We are looking for a highly TSMC [T is actively seeking Are you a creative IT professional
infrastructure and ramping to. motivated and critical-thinking software & DevOps engineers to. with strong technical aptitude.
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TSMC Al team is developing the We are seeking outstanding TSMC IT s looking for a Front-End TSMC IT is looking for an
next-generation technologies. engineers to join TSMC IT Web Developer with experience. outstanding User Experience.
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 Product Manager

- Software Engineer (Frontend)

- Software Engineer (Backend)

- Site Reliability Engineer/Infrastructure Engineer
- Al/ML Engineer

« UX Designer
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